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Proposal in a Nutshell 

Goal: Provide early warning of looming network catastrophes, 
           so operators can take remedial actions 
 

Approach: Transform theory into practical measurement  
                    method, creating new capability to monitor and  
                    manage networks 
 

Impact: 
V Improve resilience ƻŦ ƴŀǘƛƻƴΩǎ ƴŜǘǿƻǊƪǎ 
V Reduce cost of widespread outages and degradations 
V Transfer methods to other systems of national    

  importance, e.g., computational clouds, cyber-  
  physical systems, smart power grids 
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Argument in Brief 

Problem/Opportunity 
o Cost of outages/degradations in networks large and growing 
o Network outages/degradations spread in space and time 
o Spreading process modeled as percolation from statistical physics 
o Near a critical point process exhibits measureable precursor signals 
o To date, precursor signals shown in abstract network models only 

 

We propose to 
I. Validate precursor signals in realistic network models 
II. Design, develop, and test measurement method and related 

monitoring & analysis software deployable in real networks 
III. Evaluate monitoring & analysis software with partners 
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Network Outages and Degradations: 
Crippling, Costly, and Continuing 

Infonetics study of network downtime costs in six selected companies 

Dec 
2006 

May 
2007 

Jan 
2008 

Dec 
2009 

Nov 
2010 

Apr 
2011 

Dec 
2012 

Feb 
2013 

May 
2014 

Pentagon Police Hit 
 By ΨCatastrophicΩ 
Network Outage 

Food Stamp System in 
17 States affected  
by Outage 

Disaster On the Net: 
Internet Outages 
Caused by Taiwan 
Earthquakes 

Netflix Crippled by  
AWS Outages  
on Christmas Eve 

Amazon Cloud  
Failure Takes  
Down Web Sites 

15% of All Internet 
Traffic Secretly 
Rerouted Through 
China 

Amazon EC2 Cloud 
Service Hit by  
Botnet Outage 

Internet Failure 
Hits Several 
Continents 

Cisco Routers  
Caused Major 
Outage in Japan 
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Network outages and degradations can last for hours, days, or weeks 

Company/ 
Sector 

Across 5000 US companies the cost is about $85B/yr 
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Apr 22, 2011 

Apr 29, 2011 

Costs will Grow as Network Dependence 
Increases due to Cloud Computing  

Sampling of Cloud Outages over 15 Months: Apr 2011-July 2012 

Jun 30, 2012 

Feb 29, 2012 

Jul 2, 2012 

Jul 3, 2012 

Jul 3, 2012 

Jul 10, 2012 

Jul 12, 2012 

Jul 13, 2012 

Jul 26, 2012 
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Commercial US Internet Service Provider Network 

Global Internet Autonomous System Network 

US Internet2 Academic Network 

11,174 
nodes  

218 
nodes  

2D Lattice Network 

64 
nodes  

Example	taken	from	Mukherjee and	Manna,	άPhase	transition	in	a	directed	traffic	flow	networkέ	

Network	modeled	as	an	Lx	L lattice	ςsites	are	routers	and	bonds	
are	links;	numbers	represent	count	of	packets	queued	at	each	
router;	packets	injected	at	top	with	rate	́,	flow	through	router	
network	and	are	and	delivered	from	the	bottom	row	of	routers.	
Routers	can	forward	at	most	m	packets	at	a	time	step.	Next	hop	
chosen	with	a	coin	flip.	Assume	each	router	can	store	infinitely	
many	packets.

qi( ,t)	=	queue	length	of	router i at	time	t

Total	packets	queued	at	time	t Mean	packets	queued	per	node	at	time	t

Self-Similar	Fluctuation	in	Mean	Queue	Length	

ć =	́ = mcritical	point

	́=0.8 	́=0.9

	́=0.93 	́=0.96

>́	́ccongested<́	́cuncongested

Fluctuation	increases	and	Long-Range	Correlation	Develops

circa 2001 

Networks: Graphical Topologies Spanning Space and 
Exhibiting Time-Varying Dynamics 

172 
nodes  
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Like Physical Systems, Networks Exhibit:  
Spatial Structure, Microscopic Behavior, and 

Macroscopic Spatiotemporal Dynamics 

Explanatory Example: Data Stream between NIST and Google 



Outages and Degradations Spread 
across Networks in Space and Time 

Empty 2D Lattice Congestion Persistent Congestion Spreading Congestion Widespread 

TIME 

IMPLICATION: SHOULD BE POSSIBLE TO DETECT THE SPREADING  
                          PROCESS AND PROVIDE EARLY WARNING OF 
                          INCIPIENT CATASTROPHE 
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PACKET INJECTION RATE 

2D lattice animation taken from άtŜǊŎƻƭŀǘƛƻƴ ¢ƘŜƻǊȅ Lecture NotesέΣ 5ǊΦ YƛƳ /ƘǊƛǎǘŜƴǎŜƴΣ LƳǇŜǊƛŀƭ /ƻƭƭŜƎŜ [ƻƴŘƻƴ, October 9, 2002 

Congestion Sporadic  



Spreading Process often Modeled as 
Percolation from Statistical Physics 

PÐ

p
pc

0

1

1

Below pc 

no GCC 

Above pc 

GCC forms and grows 

to include all nodes  

Percolation Ą spread of some property in a lattice (or graph)  leading to the formation 
of a giant connected component (GCC), as measured by Pқ, the proportion of nodes 
encompassed by the GCC 

p is probability a node has property 
  
pc is known as the critical point 
 
p < pc  Ą no spread 
 
p = pc Ą percolation phase transition 
 
p > pc Ą spread occurs, and expands 
                with increasing p 

Near a critical point, the process exhibits precursor signals,  
typically attributable to increasing, systemic correlation 
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Academics Model Spreading Network 
Congestion as a Percolation Process 

Precursor Signals 
Appear in 

Communication 
Network Models 
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